Video capsule endoscopy: pushing the boundaries with software technology
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Abstract: Video capsule endoscopy (VCE) has transformed imaging of the small bowel as it is a non-invasive and well tolerated modality with excellent diagnostic capabilities. The way we read VCE has not changed much since its introduction nearly two decades ago. Reading is still very time intensive and prone to reader error. This review outlines the evidence regarding software enhancements which aim to address these challenges. These include the suspected blood indicator (SBI), automated fast viewing modes including QuickView, lesion characterization tools such Fuji Intelligent Color Enhancement, and three-dimensional (3D) representation tools. We also outline the exciting new evidence of artificial intelligence (AI) and deep learning (DL), which promises to revolutionize capsule reading. DL algorithms have been developed for identifying organs of origin, intestinal motility events, active bleeding, coeliac disease, polyp detection, hookworms and angioectasias, all with impressively high sensitivity and accuracy. More recently, an algorithm has been created to detect multiple abnormalities with a sensitivity of 99.9% and reading time of only 5.9 minutes. These algorithms will need to be validated robustly. However, it will not be long before we see this in clinical practice, aiding the clinician in rapid and accurate diagnosis.
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Introduction

Since its introduction in 2000, the Video Capsule Endoscopy (VCE) has transformed imaging of the small bowel (1). VCE offers a non-invasive and well tolerated modality for examining the entire small intestinal mucosa. The capsule is swallowed and passes passively through the gastrointestinal (GI) tract while acquiring images, which need to be reviewed at a later stage. It has become an established modality for the investigation of obscure iron deficiency anemia and occult GI bleeding, and can be used for the diagnosis and assessment of Crohn’s disease and polyposis syndromes (2-4). The development of device-assisted enteroscopy allows small intestinal lesions detected on VCE to be subsequently treated endoscopically.

It is nearly 20 years since VCE was first introduced and the way in which we read VCE has not changed significantly. Reading of examination is still very time intensive and prone to reader error. A VCE recording may be several hours in length with tens of thousands of frames but the causative pathologic lesion may be seen in only a few frames. This can test the limits of human concentration, increasing the possibility of missed lesions. This review highlights the advances in software technology, and particularly the recent advances in artificial intelligence (AI), which aim to address these challenges.
Capsule endoscopy systems

In order to appreciate efforts to enhance software, it is important to outline the available hardware. There are five commercially available small bowel capsule endoscopy (SBCE) systems (5), each with the same core components. This includes an imaging device, lens, a light source and a battery, all within a plastic casing resistant to digestive juices. The batteries give a lifespan of 10–15 hours, enabling over 5,000 images to be acquired at a rate of 2–6 frames per second (fps). In most cases, images captured by the capsule are wirelessly transmitted to a receiving device attached to a belt worn by the patient, except in the case of CapsoCam, where the data is stored within the capsule and the capsule needs to be retrieved after the examination. The images are downloaded onto a computer and read using proprietary software. A comparison of the different systems is summarized in Table 1. Several trials have compared the performance of one capsule system with another (3). These have mostly compared PillCam with MiroCam or Endocapsule, and have not detected any significant differences between the different systems.

Conventional capsule interpretation

Within the various VCE software programs, adjustments can be made to the number of frames viewed and the speed at which frames are presented. Frames can be read as either single view (SV), dual view (DV) or quad view (QV), as either sequential or overlapping images. For example, the QV overlap mode has each image moving across the screen in four frames. This requires a greater use of peripheral vision compared to a single central image.

Increasing the speed at which frames are presented, expressed as fps, results in an increased chance of missing lesions. This was demonstrated in a study with a single 15-minute video clip containing 60 frames with different frame views and rates (6), where the best setting for lesion detection was QV overlapping at 10 fps. A further study showed that the diagnostic yield of SV was 26% at 25 fps and 45% at 15 fps, whilst QV at speeds up to 30 fps had no reduction in accuracy (7).

The European Society of Gastrointestinal Endoscopy (ESGE) technical review on capsule endoscopy suggest the optimal reading speed is a maximum of 10 fps in an SV mode or up to 20 fps in dual or QV modes (8); as well as reducing reading speeds in the proximal small bowel. This is because the passage of a capsule is faster here than the ileum, which is demonstrated by the ampulla, the only landmark in the small bowel, being seen in only 10% of SBCE examinations (9).

Software enhancements

VCE would seem to be an ideal modality for capitalizing on advances in information technology (10), aiming to aide in both enhancing lesion detection and reducing the number of normal images reviewed.

Suspected blood indicator (SBI)

The SBI is a rapid viewing tool that can be activated within the various capsule software programs. It aims to identify bleeding lesions by highlighting frames with an excess number of red pixels. When the indication for the VCE is gastrointestinal bleeding or iron deficiency anemia, this would allow the reader to rapidly identify the lesion and location without having to review the entire capsule.

Table 1 Comparison of small bowel capsule endoscopy (SBCE) systems

<table>
<thead>
<tr>
<th>SBCE system</th>
<th>PillCam (SB3)</th>
<th>MiroCam</th>
<th>Endocapsule</th>
<th>OMOM</th>
<th>CapsoCam</th>
</tr>
</thead>
<tbody>
<tr>
<td>Company</td>
<td>Medtronic*</td>
<td>Intromedic</td>
<td>Olympus</td>
<td>Jianshan</td>
<td>CapsoVision</td>
</tr>
<tr>
<td>Dimensions (mm)</td>
<td>26×11</td>
<td>24×11</td>
<td>26×11</td>
<td>28×13</td>
<td>31×11</td>
</tr>
<tr>
<td>Weight</td>
<td>1.9</td>
<td>3.25</td>
<td>3.3</td>
<td>4.5</td>
<td>4.0</td>
</tr>
<tr>
<td>Field of view (degrees)</td>
<td>156</td>
<td>170</td>
<td>160</td>
<td>140</td>
<td>360</td>
</tr>
<tr>
<td>Frames per second (fps)</td>
<td>2–6</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>20</td>
</tr>
<tr>
<td>Transmission</td>
<td>Radiofrequency</td>
<td>Electrical field propagation</td>
<td>Radiofrequency</td>
<td>Radiofrequency</td>
<td>Stored on site</td>
</tr>
<tr>
<td>Battery life (hrs)</td>
<td>11</td>
<td>12</td>
<td>12</td>
<td>10</td>
<td>15</td>
</tr>
</tbody>
</table>

*, previously known as Given Imaging.
examination. A meta-analysis of 16 studies, including 2,049 patients, showed a sensitivity of 98.8% in the detection of actively bleeding lesions. However, for detection of lesions with the potential to bleed but were not actively bleeding, the sensitivity was only 55.3% and specificity 57.8% (11). The poor accuracy of the SBI function means it cannot be used as a time-saving technique in clinical practice but may be used to ensure lesions have not been missed after the initial reading.

**Image selection**

The passage of the capsule is passive as it is dictated by bowel peristalsis, leading to multiple duplicate images being captured. Removal of these images with only clinically relevant images would dramatically reduce reading times. There have been several software algorithms developed for this purpose.

The most studied is QuickView, an automated fast viewing mode available on Rapid software (Medtronic, Dublin, Ireland). The proportion of images excluded can be determined by the reader, thus significantly reducing reading time. Unfortunately, performance is poor, with a lesion miss rate ranging from 6.5% to 12% (12-14), although it does have reasonable accuracy in the detection of major lesions. Most of the missed lesions were single isolated lesions, including polyps and isolated vascular or inflammatory lesions. A limitation of these studies is that there is significant inter-observer variability on interpretations of capsule endoscopies, even between experts (15,16).

The utility of QuickView is further undermined given that reading in SV or DV at 20 fps was shown to be more accurate, although not as rapid (17). Another study showed that simply covering half the screen with a piece of paper when viewing in QD sequential resulted in a lower lesion miss rate (13). This implies that the random exclusion of half the images was more accurate than the selection of excluded frames by QuickView. Despite this, there are certain clinical situations, such as overt obscure gastrointestinal bleeding, where QuickView can be used effectively (18).

Other rapid-viewing algorithms have less evidence. The OMOM similar picture elimination software has three modes that allow images to be removed and improve reading times. Only one of the modes showed a sensitivity >85% and this was associated with a modest time saving of 9 min (19). EndoCapsule has a similar software with two modes: express selected removes repeated images and auto adjust maintains the repeated images but at an increased speed within the viewing stream. This had an accuracy of 97.5%. The more recent Omni mode software reduces images displayed by 65% through the ‘intelligent’ removal of repeated and overlapping images. A multicenter trial from Japan with 40 selected cases showed this software was able to correctly remove images while keeping all the pre-identified major lesions (20).

**Lesion characterization**

Advanced imaging modalities are becoming more commonly used in endoscopic detection and characterization. Fuji Intelligent Color Enhancement (FICE) (Fujifilm, Saitama, Japan) is a post-processing visual enhancement technology that enhances mucosal surface patterns by using software to convert white light images to a restricted range of wavelengths (21). When FICE is used with PillCam, the results have been disappointing with no improvement in lesion detection (22), although enhancements in lesion delineation were shown. This is likely to be due to the passive movement of the VCE compared to flexible endoscopy.

Another image enhancement is the Blue Mode (BM) modality for PillCam, which can be used alone or in conjunction with FICE. Findings for BM have been mixed, with one study finding an increased detection rate (23) whilst another found no difference in detection rate and no benefit over conventional white light for delineating small bowel lesions (24).

**Three-dimensional representation**

VCE recordings are two dimensional, and it has been hypothesized that diagnosis may be hampered by the lack of appreciation of visual depth. Efforts have been made to reconstruct three dimensional surfaces from two dimensional images so as to improve diagnostic evaluation of lesions seen. One technique is to use algorithms that estimate depth from shading (25). Karargyris et al. compared four publicly available Shape from Shading (SfS) algorithms and found the Tsai's SfS algorithm to perform better than other SfS algorithms (26). However, the clinical utility of this is still uncertain.

**AI**

AI refers to any technique that enables computers to
mimic cognitive function displayed by humans, such as learning and problem solving. Machine learning (ML) is a subset of AI that includes statistical techniques allowing the automatic detection of data patterns. These are used to predict future data or enable decision making. ML is driven by large amounts of data and algorithms rather than inputting specific codes.

Deep learning (DL) is a subset and more recent development of ML. It is the process by which a computer collects, analyses and processes the data it needs without receiving explicit instructions. It is therefore characterized by self-learning, as the program itself extracts key features from a data set. DL is developed in an artificial neural network (ANN), which uses data input and output hierarchies in a similar fashion to brain neurons to learn data. The strength of the system therefore relies on the strength of the underlying database. Convolutional neural network (CNN) are a type of ANN based on principles of the visual cortex of the brain in processing and recognizing images.

In medicine, AI has the potential to both improve clinical care and expedite clinical processes, thus relieving the burden on medical professionals. Already, AI has successfully been used to improve performance in medical diagnostics, including the diagnosis of diabetic retinopathy and cutaneous malignancies (27). In endoscopy, AI is being investigated to enhance computer-aided detection (CADe) and computer aided diagnosis (CADx) (28). The potential of CADe is demonstrated in an open label trial recently reported by Wang et al. (29). They randomized 1,058 patients undergoing colonoscopy: assistance from the real time automatic polyp detection system resulted in a 1,058 patients undergoing colonoscopy: assistance from the real time automatic polyp detection system resulted in an adenoma detection rate of 29.1% compared to 20.3% in those randomized to conventional colonoscopy. In a separate study, the potential of CADx was shown by a DL method being able to differentiate neoplastic from hyperplastic diminutive polyps with a high degree of accuracy (30).

For VCE, there is great potential for AI to improve the time-intensive nature of reviewing examinations, particularly given the lack of success of existing software technology (31). In addition, the CAD systems are not subject inter- and intra-observer variance and fatigue, which are common in human readings. However, there are challenges with CNN-based diagnostic programs for capsule endoscopy. Images have low resolution due to constraints imposed by the hardware, with multiple orientations due to the free motion of the capsule, as well as obscuring artefacts such as bile and fecal material. Despite this, studies have progressed rapidly and show promise for clinical application in the near future.

Detection of single aspects or lesions

Several pilot studies have demonstrated the potential of DL for VCE but mostly concentrating on a single aspect or lesion for detection. Zou et al. used a CNN based algorithm to differentiate images into organs of origin: stomach, small bowel and colon (32). This achieved an accuracy of 95.52% for 15,000 images from 25 patients. Seguí et al. developed a CNN system to characterize small intestine motility events, including turbid, bubbles, clear blob and wrinkle (33). This demonstrated a classification accuracy of 96%, which outperformed other classifiers by 14%. This is important to demonstrate, as capsule reading is hindered by such intraluminal contents, so any DL approach would need to distinguish these from pathology.

For detecting gastrointestinal bleeding, several studies have used DL based approaches to achieve sensitivities and specificities of up to 100% (34-36). These results probably owe to the obvious difference in color hue of blood compared to more subtle changes looked at in other studies. They offer the potential of rapid and effective identification of bleeding, although it is unclear if there is any significant advantage over the SBI, which has similarly high sensitivity for actively bleeding lesions.

For the detection of polyps, Yuan and Meng used a DL based approach to achieve an accuracy of 98% for 4,000 images from 35 patients and outperforming existing polyp recognition methods (37).

A CNN developed using capsule endoscopy images from patients with and without celiac disease (38) reported a sensitivity and specificity of 100% when validated with a set of 10 patients. This compares with previously reported low sensitivity of visual diagnosis of celiac disease by VCE (39). Interestingly, the evaluation confidence of the algorithm correlated with the severity of villous atrophy in the small bowel. This may have application for those patients unwilling or unable to undertake a diagnostic esophagogastroduodenoscopy for histological diagnosis.

A CNN developed to detect hookworms (40) was tested on 440,000 images from 11 patients. This resulted in 88.5% accuracy and 84.6% sensitivity for hookworm detection. However, it is unclear whether this would have much clinical application, since the majority of the population affected by hookworm are from resource-limited countries and diagnosis is usually achieved simply from by identifying
ova in the stool.

More recently, Leenhardt et al. used a CNN to detect GI angioectasias in the small bowel (41). They used a French national database for VCE incorporating multiple centers, with still frames from 4,166 PillCam SB3 examinations and 2,946 still frames showing vascular lesions. The same number of normal still frames were used as the control dataset. They achieved a sensitivity of 100% for the detection of GI angioectasias with a specificity of 96%, with a reading time of approximately 39 minutes for a full-length capsule study.

Detection of multiple types of lesions

In real clinical situations, there may be multiple possible causes that need to be looked for. For example, iron deficiency anemia could be due to lesions from Crohn's disease, coeliac disease, angioectasias and so on. Therefore, any DL algorithm would need to identify multiple possible lesions to be clinically applicable.

A recent study by Ding et al. demonstrated the feasibility of identifying and discriminating multiple possible lesions. Their CNN based algorithm was developed with 113,426,569 images from 6,970 patients from multiple centers (42). Images were classified as normal, lymphangiectasia, lymphatic follicular hyperplasia, vascular disease, inflammation, ulcer, bleeding, polyps, protruding lesion, diverticulum, parasite or other. The algorithm identified abnormalities with 99.9% sensitivities and a reading time of 5.9 minutes, whilst gastroenterologists using conventional reading had much lower sensitivities and of course much longer reading times.

Conclusions

Advances in software technology to aid the reading time and detection rate of lesions have been disappointing until the advent of DL as a form of AI. This promises to revolutionize capsule endoscopy reading. There are still challenges ahead, with the need for robust validation and importantly, the issue of medicolegal responsibility. However, we will inevitably see this in clinical practice where is will greatly enhance both the speed and accuracy of diagnosis.
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